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We describe a major extension to the Contour-Advective Semi-Lagrangian (CASL) algo-
rithm [D.G. Dritschel, M.H.P. Ambaum, A contour-advective semi-Lagrangian numerical
algorithm for simulating fine-scale conservative dynamical fields, Quart. J. Roy. Meteorol.
Soc. 123 (1997) 1097–1130; D.G. Dritschel, M.H.P. Ambaum, The diabatic contour advec-
tive semi-Lagrangian algorithm, Mon. Weather Rev. 134 (9) (2006) 2503–2514]. The exten-
sion, called ‘HyperCASL’ (HCASL), uses Lagrangian advection of material potential vorticity
contours like CASL, but a Vortex-In-Cell (VIC) method for the treatment of diabatic forcing
or damping. In this way, HyperCASL is fully Lagrangian regarding advection. A grid is used
as in CASL to deal with ‘inversion’ (computing the velocity field from the potential vorticity
field).

First, the novel aspects of the algorithm are described including several improvements to
the underlying CASL algorithm. All numerical parameters are chosen so as to minimise the
computational cost while improving conservation properties. Finally, a thorough inter-
code comparison is conducted using a two-dimensional inviscid unforced turbulence
test-case. This enables us to point out the advantages of this new algorithm in terms of res-
olution, computational cost and numerical diffusion compared to other existing methods,
namely CASL, VIC and Pseudo-Spectral (PS) methods.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

Computational efficiency and the resolution of small-scale turbulent fluid motions are two conflicting goals in the numer-
ical simulation of geophysical flows. This is a critical issue for many applications such as climate modelling, weather fore-
casting and tracking pollutants where precise predictions (particularly of concentration fluctuations) need to be obtained
over large domains in a short period of time. Developed over the last decade, the CASL algorithm [6,7,9,10,14] is well-suited
for many of these applications. The CASL algorithm is a hybrid contour dynamics method [24] designed specifically to
achieve high resolution at reasonable computational costs. The use of an underlying ultra-fine ‘contouring’ grid together
with the advection of contours enables one to resolve scales far below those associated with the main coarser grid (or inver-
sion grid) where the velocity field is determined with standard Eulerian methods. This algorithm also maintains potential
vorticity (PV) gradients much steeper than those the inversion grid would allow with standard Eulerian methods. Contour
regularisation or ‘surgery’ [4,5] accounts for essential numerical dissipation. Errors arising from surgery are kept at a sub-
grid level by transferring them to a residual potential vorticity field which is evolved by standard spectral (PS) or grid point
methods on the main grid and included in the total PV field for inversion [7].

Dritschel and Fontane [8] have recently announced a novel fully Lagrangian way of handling these regularisation errors in
an extension of CASL. The HyperCASL (HCASL) algorithm combines Contour Dynamics and Vortex-In-Cell (VIC) methods [2].
. All rights reserved.
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Here the residual PV field is transferred to a set of point vortices whose circulation is dynamically adjusted to compensate for
these errors. Not only does this new approach keep diffusion at a small level below the grid scale, but it also allows one to
introduce non-conservative effects naturally using the point vortices in a similar way.

In this paper, the HyperCASL algorithm is presented in detail and compared to other existing methods. In Section 2, its
structure is described and the values of all numerical parameters are determined by minimising computational cost while
improving conservation properties. Using as a generic example the standard barotropic case of complex two-dimensional
decaying turbulence, in Section 3 we compare the HyperCASL algorithm to three other methods, namely the CASL, VIC
and PS methods. The comparison of the methods is done in two steps. First we examine how various known flow properties
are captured by each algorithm. Then we turn to a comparison in terms of numerical properties (convergence, accuracy and
cost). The paper concludes in Section 4 with a discussion of potential applications and further extensions.

2. The hyperCASL algorithm

The scalar PV field q is decomposed into its ‘adiabatic’ part qa which is materially conserved and its ‘diabatic’ part qd

which changes on fluid particles in response of any kind of source term. This yields two evolution equations for PV:
1 An
Dqa

Dt
¼ 0;

Dqd

Dt
¼ S; ð1Þ
where D=Dt � @=@t þ u � $ is the material derivative and Sðx; tÞ represents any source (forcing or damping) term. Note that
combining these equations together gives the exact equation satisfied by PV, i.e. Dq=Dt ¼ S. These two equations are in fact
coupled since the velocity u is obtained from the inversion of the total PV q ¼ qa þ qd (and in general other fields represent-
ing non-advective processes like gravity wave propagation, see e.g. [9].

As in the CASL algorithm [6], the adiabatic PV field qa is represented by contours which are well-suited to resolve extraor-
dinary details of the flow at a small fraction of the computational cost required by standard spectral methods [9,10]. In CASL,
numerical dissipation is principally due to the regularisation of contours (surgery) and occurs well below the main (inver-
sion) grid level.

However, the non-conservative PV field qd is not easily treated by contour advection. This is why a spectral approach with
explicit but weak numerical diffusion is used in CASL [7]. In the HyperCASL algorithm, the novelty is that the evolution of the
diabatic PV is performed in a fully Lagrangian manner. We use an array of point vortices whose circulations are dynamically
adjusted to exactly solve the equation Dqd=Dt ¼ S on the inversion grid. Thus dissipation takes place at a subgrid level and
there is no numerical diffusion all the way down to the inversion grid scale.

2.1. A test-case: two-dimensional inviscid unforced turbulence

In order to thoroughly analyse all numerical aspects of the HyperCASL algorithm, we need to consider a demanding test-
case that exhibits generic features of geophysical flows. The extensively studied case of two-dimensional freely-decaying
turbulence is well-suited for this purpose. Not only does it produce significant complexity like many geophysical flows
via a direct enstrophy cascade associated with the strong filamentation of vorticity, but it also has conservation properties
useful for assessing the overall numerical errors of the method [10,11,13,22]. This flow will be used as a benchmark through-
out the paper to monitor the sensitivity to numerical parameters and to compare the HyperCASL algorithm with other meth-
ods. We use the standard quasi-geostrophic equations governing the motion of a mid-latitude shallow-water flow in near
hydrostatic and geostrophic equilibrium (see e.g. [23]):
Dq
Dt
¼ w� we

sthL2
D

� f
sek

; ð2aÞ

ð$2 � L�2
D Þw ¼ qþ qbot � by; u ¼ ðu; vÞ ¼ � @w

@y
;
@w
@x

� �
: ð2bÞ
Here, w denotes the streamfunction and sth is the thermal damping time for the flow to relax to a prescribed thermal equi-
librium streamfunction we. The Rossby deformation length is LD ¼

ffiffiffiffiffiffi
gH

p
=f0 where g is the acceleration due to gravity, H is the

mean fluid depth, and f0 is the mean Coriolis frequency. f ¼ r2w is the relative vertical vorticity, sek is the Ekman damping
time, qbot is the PV associated with bottom topography at z ¼ bðxÞðqbot ¼ �fb=HÞ, and b is the y-gradient of the Coriolis fre-
quency. The flow is doubly-periodic in a domain of (scaled) dimensions 2p� 2p.

For the specific 2D turbulence case, the deformation radius is infinite, the Coriolis frequency is constant and neither
damping nor topography are active1, i.e. LD ¼ 1;b ¼ 0; sth ¼ 1; sek ¼ 1 and qbot ¼ 0. The simulation starts from a random-
phased PV distribution with an energy spectrum of the form
EðkÞ ¼ ck2p�3e�ðp�1Þðk=k0Þ2 ; ð3Þ
example of a thermally forced jet with active damping and topography can be found in [8].



Fig. 1. The PV field q at times t = 0,10,100 and 500 from left to right and top to bottom. A linear grey scale is used with white being the highest level of PV
value and black being the lowest. The maximum value of jqj at these times is 12.97, 13.12, 13.15 and 11.36.
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where k0 is the enstrophy-energy centroid, p any integer greater than 1 and c a constant adjusted to set the maximum PV at
some preset value. For the current calculations we use k0 ¼ 16; p ¼ 3 and a maximum PV of 4p. Since this flow will be used
repeatedly throughout the paper, we briefly present its evolution here from a simulation performed with the HyperCASL
algorithm. The flow is computed on an inversion grid of dimensions 256� 256 and we use an average of 2� 2 point vortices
per grid box. The PV jump is Dq ¼ 0:59 across all contours (see Subsection 2.3). Fig. 1 exhibits the evolution of the PV field at
four different times of the flow evolution. The initial random-phased PV field is structured on small scales and looks blurry as
a consequence of the use of the random distribution (3) in spectral space. In time, the flow gets progressively organised into
coherent vortices of both signs. They continuously interact and their number decreases through merging or filamentation
processes [15,16] until there are only two vortices left (one of each sign) at very late times as found originally by Matthaeus
et al. [18] and Montgomery et al. [19].

2.2. Transfer of a gridded field to point vortices

The algorithm used to convert a given source field2 S into changes in the strengths of the point vortices was first described
in detail in [8]. Here, we recall the main idea and then present a thorough investigation aimed to make the procedure to work
most efficiently. The algorithm consists of an iterative process which inverts
2 The
PV field
source field can either be a prescribed damping/forcing field such as thermal damping, Ekman pumping or stochastic forcing, and includes the residual
coming from surgery or recontouring.
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Sij ¼
X
k2Gij

wi;j;k
d~qk

dt
; ð4Þ
for d~qk=dt (the change in the normalised strengths of the point vortices), where Sij is the source term at grid point ði; jÞ;Gij is
the domain consisting of the grid boxes3 surrounding ði; jÞ, and wi;j;k are the interpolation weights. The vortices lying within Gij

are found simply by integer arithmetic. The normalised circulations of the point vortices, ~qk ¼ CkDxDy with Dx;Dy the grid
lengths in the x and y directions, have units of PV. Note that removing the time derivative in the sum in (4) gives the diabatic
PV field qdij on the left hand side. The solution to (4) is sought as the interpolation of an unknown gridded field F divided by the
local vortex density qk obtained by two interpolations. Since the interpolation scheme used in the algorithm is bi-linear, only
four grid points are necessary:
qk ¼ wi;j;kDi;j þwiþ1;j;kDiþ1;j þwi;jþ1;kDi;jþ1 þwiþ1;jþ1;kDiþ1;jþ1; ð5Þ
where the bi-linear weights are explicitly given by
wi;j;k ¼ 1� jxk � �xij
Dx

� �
1� jyk � �yjj

Dy

� �
; ð6Þ
ðxk; ykÞ being the position of vortex k and ð�xi; �yjÞ the coordinates of grid point ði; jÞ, and Di;j is the vortex density at each grid
point, i.e. X
Di;j ¼
k2Gij

wi;j;k: ð7Þ
The solution to (4) is obtained via the unknown field F using
qk
d~qk

dt
¼ wi;j;kFi;j þwiþ1;j;kFiþ1;j þwi;jþ1;kFi;jþ1 þwiþ1;jþ1;kFiþ1;jþ1: ð8Þ
Starting from a first guess for F, a residual matrix R is set equal to the source term S. Then, the right-hand side of (4) is sub-
tracted from the residual R, thereby redefining it, and the right-hand side of (8) with F ¼ R divided by the local vortex density
qk is added to D~qk=dt. This procedure is carried out iteratively until the L1-norm of the residual is less than some preset pre-
cision e. When S is the residual PV field coming from the regularisation of contours, the precision is based on the PV jump
across contours Dq, i.e. e ¼ 10�nDq with n a positive integer; otherwise the L2-norm of the source field is used, i.e.
e ¼ 10�njjSjj2. We varied the exponent n in the tolerance parameter between 6 and 12. The use of n ¼ 12 did not have a sig-
nificant impact on the flow properties and solution accuracy compared to n ¼ 6, whereas the efficiency of the algorithm was
significantly reduced by the use of higher precision. Hence, we recommend choosing n ¼ 6.

All the difficulty now lies in choosing a good first guess for d~qk=dt so that the convergence of the procedure is obtained in a
small number of iterations. Most of the time, we start from the known values at the previous time step, but when these values
are not available or when the vortices are re-arranged (see Subsection 2.3), the first guess is obtained simply from (8) with
F ¼ S. We tested more refined types of initialisation but none of them sufficiently improved the first guess to significantly re-
duce the number of iterations. For instance, we tested a smoother initialisation built on a Laplacian-based expression of the
form F ¼ aSþ bDSþ cD2Sþ dðd4S=dx2dy2Þwhere a; b; c; d are constants obtained for a uniform distribution of vortices. In any
case the crude starting guess used here does not prevent the method from converging rapidly as explained next.

We use m�m point vortices on average per grid box that are initially placed on a regular array. In time, they are displaced
by the flow. This progressive disorganization of the array influences the convergence of the iterative procedure. This is exam-
ined by monitoring the number of iterations needed for convergence. For this purpose, we displace randomly the point vor-
tices from their original regular position by a fraction / of the grid length Dx. We take the source term S to be a random-
phased field with a spectrum XðkÞ ¼ Ak=ðk2 þ k2

0Þ
2. Here, k0 is the wavenumber centroid and A is a constant chosen to ensure

jjSjj2 ¼ 1. For this analysis we used k0 ¼ 5. The corresponding source field is illustrated in Fig. 2 (left). This rough random field
structured on a wide range of scales is well-suited to test the robustness of the iterative method as it gives one of the worst
situations to be interpolated that one may find in practical situations. The first guess of the procedure is (8) with F ¼ S. Fig. 2
(right) shows the dependance of the average number of iterations (from 10,000 calculations with differing random S) as a
function of the fractional displacement / for m = 2,3 and 4. First, the number of iterations is smallest when the array is reg-
ular ð/ ¼ 0Þ. Convergence is obtained for only 29,44,52 iterations when m = 2,3,4, respectively, indicating that the iterative
inversion of (4) is efficient for a regular array. Secondly, there is a noticeable increase in the number of iterations as / in-
creases, especially for m = 2. This could be detrimental for the efficiency of the HyperCASL algorithm. To avoid this, the point
vortices must be re-arranged on a regular array often enough to prevent the cost of the iterative procedure from increasing
beyond reasonable limits. The regularisation of the array of vortices is discussed in the next subsection together with the
regularisation of contours.
number of grid boxes comprising the domain Gij depends on the interpolation scheme chosen to transfer the gridded field to point vortices and vice
ere, we use a bi-linear interpolation so Gij only consists of four grid boxes. But we also tested a third-order interpolation scheme, namely the third-order

lation scheme M04 of Cottet et al. [3], using 16 points and in this case Gij consists of 16 grid boxes. Third-order schemes are known to be more accurate
commonly used in VIC methods (the M04 scheme is used with the VIC algorithm in Section 3). However, tests performed revealed that its use in HCASL
s more numerical errors for a higher computational cost. This is why the bilinear scheme is preferred here.
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Fig. 2. Random-phased source field S (left) used for testing the convergence of the iterative procedure. Number of iterations (right) needed for convergence
of the iterative procedure as a function of the initial displacement of the point vortices with m ¼ 2 (solid), m ¼ 3 (dashed) and m ¼ 4 (dash-dotted). The
displacement / is in units of a grid length.

Fig. 3. Two distinct point vortex placements within a grid box for m = 4. The black square denotes the grid box and the filled circles correspond to point
vortices within the grid box while the unfilled ones represent periodic point vortices belonging to the neighbouring grid boxes.
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The last point to be discussed concerns the placement of the regular array within the grid box. Fig. 3 shows two distinct
placements of the point vortices within a grid box: the left one involves placing a point vortex at each grid point, while the
right one centres the array such that no point vortex lies at a grid point. Both placements where used in the algorithm and
the centred placement (right) was found to be detrimental for two reasons. First, convergence is much slower: it requires 116
iterations for the case presented above with m = 2 while only 29 iterations are needed for the off-centred placement on the
left. Second, using the centred array generates a progressive increase in the rms value of point vortex circulations, yielding a
rapid blow-up of the simulation. This occurs because the inversion of (4) with the centred array allows the combined in-
crease in the strengths of point vortices equally distant from a grid point. A variation in their circulation is initially transpar-
ent in the inversion process as their contribution at the grid points cancel each other and the source field is correctly
reproduced. But as time advances, point vortices are displaced and the initial cancellation no longer holds, leading to a
non-physical gridded PV field. This erroneous behaviour is repeated every time the array is regularised, and the accumula-
tion of these errors becomes untenable for the numerical procedure. This erroneous behaviour is illustrated in Fig. 4 (left)
with the temporal evolution of the L2-norm of the difference in circulation between two consecutive point vortices along
the x direction. While this difference remains at a low level with the off-centred placement, it rapidly increases with the cen-
tred array and prevents the simulation from continuing beyond t = 7. This numerical divergence is characterised by the
appearance of noise in the PV field at the scale of the point vortices, leading to a grainy aspect of the flow as displayed in
Fig. 4 (right). The use of the off-centred array with one point vortex at each grid point prevents this erroneous behaviour.
This is now standard in the HyperCASL algorithm.

2.3. Numerical settings

All other numerical parameters have been chosen as a compromise between accuracy and efficiency. These differ from
their original settings in the CASL algorithm [6,7]. An exhaustive and careful investigation based on more than one hundred
calculations has been conducted over six months to set all these values. Only a brief summary is provided here.4
4 Full details of the tests carried out to justify these parameter choices may be found on the web at www-vortex.mcs.st-and.ac.uk/HyperCASL.pdf.

http://www-vortex.mcs.st-and.ac.uk/HyperCASL.pdf
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Fig. 4. Evolution of the rms value of the circulation difference between two consecutive point vortices along the x direction (left) with an off-centred (solid
line) and a centred (dashed line) placement of the array within the grid box. Gridded PV field at t ¼ 7 (right) obtained for the simulation using the centred
placement.
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We first discuss regularisation as it affects both the precision and the efficiency of the method by working on contours
and point vortices. Surgery [4,5] is a necessary regularisation process of the contours needed to control the exponential
build-up of fine-scale PV. It is performed when the distance between two contours of the same PV level becomes closer than
the surgical scale, d ¼ 1

4 l
2L where lsep ¼ lL corresponds to the maximum node separation, l is the dimensionless node spac-

ing and L is a characteristic large-scale length of the PV structures in the flow. As a compromise between numerical efficiency
and accuracy, we choose d ¼ Dx=16 and lsep ¼ 1:25Dx, which gives a dimensionless node spacing l ¼ 0:2. Surgery however
has a non-negligible computational cost and its application must be kept to a minimum. Contour regularisation is required
just before contours get strongly deformed by the flow, so we measured the stretching/compression of adjacent nodes at
each time step to determine the adequate period of time between two consecutive applications of surgery. This resulted
in a new generic criterion : surgery is performed when the ‘‘twist parameter” scon � 2:5, where scon is the time integral of
the maximum relative vorticity jfjmax between the last surgery time t0 and the current time t, i.e. scon ¼

R t
t0
jfjmaxdt.

By modifying the contours, surgery also changes the gridded PV field. The PV difference before and after surgery or ‘‘PV
residual” is transferred to the point vortices by adjusting their circulations so that the gridded PV is not altered by surgery. In
CASL, a recontouring process transferring the residual or diabatic PV field qd to the contours is performed regularly to prevent
excessive diffusion associated with the use of spectral methods [7]. Here, there is no diffusion at the grid level since a vortex-
in-cell method is used to uptake the PV residual. Nonetheless, surgery is replaced by recontouring every twentieth regular-
isation so as to transfer the PV associated with the point vortices to the contours. This also keeps contours from becoming
tangled or from crossing [21].

New contours are built on an ultra-fine ‘‘recontouring” grid 16 times finer than the inversion grid5 from the PV field ob-
tained from merging the contour and vortex PV (qa and qd). The use of a much finer grid is motivated by a significant improve-
ment in conservation properties. Here again, the recontouring process induces differences in the gridded PV field associated
with the new contours, and the residual PV is taken up by an array of point vortices to ensure no change in the PV on the inver-
sion grid.

As stated in the previous subsection, vortices need to be re-arranged every so often on a regular array in order to reduce
the computational cost. Every time the point vortices are regularised, their circulations are modified to ensure that this oper-
ation has no effect on the PV induced at each grid point. For consistency, a similar parameter svor based on the time integral
of the relative vorticity is used. The optimal value is here svor K 1 since it maximises the numerical efficiency while prevent-
ing erroneous energy increase due to numerical errors.

The PV jump Dq is the last numerical parameter to be set. Its value has to be chosen according to the topology of the flow.
As done in CASL [6,9], the PV jump is computed from a fixed number of intervals nq and the extremum values of all non-zero
PV fields available at the beginning of the simulation (i.e. the initial PV field, the thermal equilibrium PV field and the PV field
associated with bottom topography if they are present):
5 The
Dq ¼ qmax � qmin

nq
: ð9Þ
If Dq is found to be zero or greater than the maximum PV jump Dqmax ¼ 2qeddy=nq based on a characteristic eddy PV qeddy, we
set Dq ¼ Dqmax. Here, the number of contours nq is kept constant for two reasons. First, the spatial resolution associated with
ultra-fine grid has a grid length equal to the surgical scale, i.e. d ¼ Dx=16.



Table 1
Numerical parameters used in the HyperCASL algorithm together with their default values.

Parameter Default value

Inversion grid resolution N ¼ 256
Inversion grid length Dx ¼ Dy ¼ 2p=N
Ultra-fine grid resolution Nf ¼ 16N
Point vortices per grid box m�m ¼ 2� 2

Number of contour intervals nq ¼ 40
Maximum PV jump allowed Dqmax ¼ qeddy=nq

PV jump across all contours Dq ¼min Dqmax ; ðqmax � qminÞ=nq
� �

Surgical scale d ¼ 1
4 l2L ¼ Dx=16

Maximum node separation lsep ¼ lL ¼ 1:25Dx
Dimensionless node spacing l ¼ 4d=lsep ¼ 0:2
Large-scale length L ¼ l2sep=4d ¼ 6:25Dx ¼ 100d
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contours is already a function of the inversion grid resolution N since both the surgical scale and the node separation are
proportional to the inversion grid length Dx ¼ 2p=N, i.e. d ¼ Dx=16 and lsep ¼ 1:25Dx. Second, the mean length of the con-
tours increases with N so that steep PV gradients are still well resolved when resolution increases. This result together with
the node separation being proportional to the grid length gives a total number of nodes and associated CPU costs propor-
tional to N2. This is consistent numerically as the contour costs now balance the grid costs (i.e. FFT and other operations per-
formed at the inversion grid level). So a constant value for nq is adequate both in terms of accuracy and efficiency. After many
tests, the value nq ¼ 40 has been found to be a good compromise between accuracy and cost and is now recommended as a
default value. As a matter of course this choice is not immutable; one can either reduce it for a quick numerical test or in-
crease it to obtain higher accuracy simulations as done by Dritschel et al. [11,12] using CASL with nq ¼ 50.

We summarise in Table 1 all numerical parameters of the HyperCASL algorithm with their default values. Note that the
grid resolution N entirely controls the node resolution on contours, and that Dq is in general fully determined by the initial
PV field. The characteristic eddy PV qeddy must be specified by the user but it is only used if a suitable PV jump is not available
from the initial, thermal equilibrium, or topographic PV distributions. All numerical parameters have now been carefully
examined and adjusted to values that lead, approximately, to minimal numerical errors and maximal computational effi-
ciency. We can now turn to a comparative study of the numerical algorithms for simulating these geophysical flows (i.e.
HCASL, CASL, VIC and PS).

3. Inter-code comparison

In this section, we compare simulations of the 2D turbulence test-case using four different methods HCASL, CASL, PS and
VIC. A detailed list of all the simulations performed is presented in Table 2, giving the algorithm type, the inversion grid res-
olution N, the characteristic wavenumber k0 of the initial random PV field, the number of runs and the average cpu cost per
unit of time. Unless stated, the results presented in this section are obtained by ensemble averaging data over sets of ten
simulations similar to the one presented in Section 2.1 (differing only in the initial random PV field – first four lines of
Table 2). The comparison of the methods is done in two steps. First we examine how various known flow properties are
captured by each algorithm. Then we turn to a comparison in terms of numerical properties: convergence, accuracy and cost.

3.1. Comparison based on flow properties

Fig. 5 presents the PV evolution within a sixteenth of the domain in one of the ten simulations for each algorithm. All
simulations were carried out until time t ¼ 500, but here we do not show the PV field corresponding to the final time. At
that time, few vortices remain in the domain and none are present in the subdomain selected for the illustration, leading
to mostly uniformly grey images (at least for one of the algorithms). We show images at time t ¼ 100 instead, when vortical
activity is still roughly equally distributed throughout the domain. Although identical at the initial time, the four calculations
become progressively different in time. In the initial stage of the flow evolution ð0 6 t K 10Þ, the dynamics are not yet dom-
inated by coherent vortices and the four simulations present similar patterns as clearly shown in the second row of images
corresponding to t ¼ 5. Beyond that stage, coherent structures which spontaneously emerge from the random initial PV field
drive the flow dynamics. The simulations for the different algorithms are no longer identical and none of the PV fields resem-
ble each other by t ¼ 20. This point is crucial if one wants to compare properly different numerical methods: comparisons
based on flow fields are only relevant for early times because they become too uncorrelated and hardly comparable beyond
that early stage. For this reason we next examine other methods of comparison. Nonetheless one thing is obvious in the evo-
lution of the PV fields: one can observe a great difference in the spatial resolution between the two first and the two last
columns. While tiny filaments of vorticity field are observed in the images of the two first columns, they are not present
in the images of the last two columns. The lower spatial resolution is also discernible by the pixelisation of these images.
The presence of extraordinary detail in both HCASL and CASL simulations comes from the use of a lengthscale for contours



Table 2
Detailed list of the simulations performed for the inter-code comparison. For each case, we give the algorithm type, the inversion grid resolution N, the
characteristic wavenumber k0 of the initial random PV field, the number of runs and the ensemble-averaged cpu cost per unit of time (given in cpu seconds for
an Intel 2.4 Ghz processor).

Algorithm N k0 Runs cpu cost per unit of time (s)

HCASL 256 16 10 38.3
CASL 256 16 10 32.1
PS 256 16 10 3.8
VIC 256 16 10 11.9
PS 4096 16 1 5178
HCASL 32 4 1 0.36
CASL 32 4 1 0.2
PS 32 4 1 0.01
VIC 32 4 1 0.08
HCASL 64 4 1 1.3
CASL 64 4 1 1.1
PS 64 4 1 0.1
VIC 64 4 1 0.7
HCASL 128 4 1 6.1
CASL 128 4 1 6.3
PS 128 4 1 1.1
VIC 128 4 1 4.2
HCASL 256 4 1 35
CASL 256 4 1 54.5
PS 256 4 1 11.6
VIC 256 4 1 18.2
HCASL 512 4 1 182.4
CASL 512 4 1 610.2
PS 512 4 1 163.3
VIC 512 4 1 89.1
PS 1024 4 1 1273.7
VIC 1024 4 1 257.5
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16 times finer than the inversion grid scale used for the PS and VIC algorithms. Note that most of the data presented here for
HCASL and CASL are post-processed (including imaging of the PV field) on the recontouring grid.

The evolution of energy E for all algorithms is displayed in Fig. 6(a). Varying the initial random-phased PV field induces
variations in the initial energy. Thus energy has been normalised by its initial value E0 so that all data can be compared and
averaged. VIC, and to a lesser extent PS, is better at conserving energy though they clearly exhibit strongly diffusive behav-
iour in Fig. 5. In enstrophy (and in higher moments), the situation is reversed, favouring HCASL, see Fig. 6(b). The energy
variations in HCASL and CASL arise from small random inaccuracies within the contour to grid conversion step. This gener-
ates a kind of Brownian motion which only appears to affect the energy. These small-scale energy changes prevent the meth-
ods from giving a reproducible evolution for energy. Nonetheless, the differences in energy conservation between algorithms
remain small and in the first stage of the flow evolution, when all algorithms produce comparable vorticity fields (i.e. t K 10)
energy conservation obtained with HCASL and CASL is as good as that obtained with VIC. The enstrophy by contrast is not
sensitive to these inaccuracies.

Now, if we focus only on HCASL and CASL, one can see that HCASL produces better results. Not only does energy decrease
slower at initial times (see Fig. 6(a)) but it also does not show an unphysical growth at late times like in CASL. The enstrophy
decrease is also in favour of HCASL, particularly at late times when HCASL gives the best conservation overall (see Fig. 6(b)).

A suitable way of measuring the numerical diffusion associated with the methods is to consider the diffusion coefficient
of vorticity mvort. As previously argued, numerical models always introduce diffusion in inviscid flows. As a result enstrophy is
decaying with time at a rate that can be estimated from the enstrophy equation for a viscous fluid:
DZ
Dt
¼ �2mvortP; ð10Þ
where P ¼ 1
2 hj$qj2i is the palinstrophy. The evolution of P thus indicates the rate at which vorticity gradients (and thereby

vortex filaments) are numerically diffused. From its evolution plotted in Fig. 7(a), one can see that its early growth is closely
similar for the four algorithms but later P decreases faster for PS and VIC compared to HCASL and CASL. The latter point illus-
trates the greater ability of HCASL and CASL to retain steep vorticity gradients. The corresponding diffusion coefficient of vor-
ticity is displayed in Fig. 7(b). As a consequence of the better conservation of palinstrophy, mvort is smaller for HCASL and CASL
past the palinstrophy peak. It should be mentioned that both P and mvort have been computed on the inversion grid for HCASL
and CASL. When the finer recontouring grid is used, one obtains much smaller (two orders of magnitude lower) values of
mvort, see the two lower curves in Fig. 7(b). This clearly shows that both HCASL and CASL present a much lower numerical
diffusion than the PS and VIC methods.

We now examine energy EðkÞ and enstrophy ZðkÞ spectra in Fig. 8 to see to what extent the algorithms are able to describe
the transfers between wavenumbers. Due to the difference of the effective resolution between HCASL and CASL on the one



Fig. 5. The PV field q at times t = 0,5,10,20,50 and 100 from top to bottom with HCASL (first column), CASL (second column), PS (third column) and VIC
(fourth column). Only a sixteenth of the domain is represented. A linear grey scale is used with white being the highest level of PV and black being the
lowest.
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hand and PS and VIC on the other, the range of resolved wavenumbers is much larger for HCASL and CASL ðkmax ¼ 2048Þ than
for PS and VIC ðkmax ¼ 128Þ. Note the presence of a bump peaking around k ¼ 500 for the initial enstrophy spectrum pro-
duced by both HCASL and CASL. This bump is a numerical artefact of the postprocessing coming from the interpolation of
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Fig. 6. Compared evolution of the ensemble-averaged (a) energy and (b) enstrophy for the four algorithms on the entire simulation period t 2 ½0;500�.
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Fig. 7. Early evolution of (a) the palinstrophy P and (b) the vorticity diffusion coefficient mvort. In (b) mvort has been computed on the inversion grid (upper
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the initial random PV field which was defined on the inversion grid to the recontouring grid. It affects only the initial time
and the spectra at later times are free of such erroneous behaviour at large k. This bump is also present for the initial energy
spectrum but it does not appear on the figure within the range of scales chosen for the plots.

The upscale energy and the downscale enstrophy transfers are characterised in spectral space by the existence of an iner-
tial range which scales as a power law, i.e. EðkÞ � k�3 and ZðkÞ � k�1 as theoretically demonstrated by [1,17]. These theoret-
ical scalings are shown in Fig. 8. While HCASL and CASL correctly capture the inertial range, PS and VIC are clearly unable to
do so. The theoretical scalings were derived using a local spectral approach and are only valid when the turbulence is fully
developed [11,12]. Indeed, the Batchelor–Kraichnan model does not take into account the effect of coherent vortices which
are local in physical space and therefore nonlocal in spectral space. The turbulence is fully developed when the palinstrophy
reaches its maximum [13], i.e. t � 3 as can be seen in Fig. 7(a), and the influence of the coherent vortices on the flow is
significant from t � 10. Thus the theoretical scalings are here strictly valid only for t ¼ 5 and t ¼ 10, as can be seen most
clearly in the enstrophy spectra.

Finally, we consider how the population of coherent vortices is represented by each algorithm. Based on a self-similar
distribution of vortices of different areas A, Dritschel et al. [11] showed theoretically that the vortex number density nðAÞ
scales as nðAÞ � A�1. We computed nðAÞ as a function of the vortex area A for each algorithm and the results are displayed
in Fig. 9. The vortex number density nðAÞ, normalised by the total number of vortices Nv ¼

R
nðAÞdA, is obtained by a tem-

poral averaging over two distinct intervals, namely t 2 ½10;100� and t 2 ½100;500�. Clearly, both PS and VIC fail to represent
the correct vortex distribution. Due to the low resolution used, vortices of size tinier than 0:02 are not present in the flow and
the theoretical scaling law is poorly matched for t 2 ½10;100� and not at all for t 2 ½100;500�. Conversely, for both HCASL and
CASL vortices with areas as small as 10�5 are present in the flow due to the much higher resolution available. While the mea-
sured vortex number density closely fits the theoretical scaling law on t 2 ½100;500�, the measured slope is a little steeper
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than A�1 on the interval t 2 ½10;100�. This difference comes from the fact that for early times the distribution is not com-
pletely self-similar in size. Indeed, large vortices are appearing only at late times as a result of successive mergers of smaller
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Fig. 9. Time-averaged vortex number density nðAÞ normalised by the total number of vortices Nv versus area A for the four algorithms. Curves correspond to
data collected on the period (a) t 2 ½10;100�, and (b) t 2 ½100;500�.
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vortices. Comparison of Fig. 9(a) and (b) shows that the probability of finding large vortices increases in time. Furthermore,
the largest vortex size is Amax ¼ 0:03 by t ¼ 100 and grows to Amax ¼ 0:07 by t ¼ 500.

The above study of various properties of decaying 2D turbulence clearly shows that, for a given resolution, both HCASL
and CASL are superior to PS and VIC methods in capturing the physical features of this flow. In the next section, we perform a
comparison in terms of numerical properties, i.e. convergence, accuracy and cost of the different algorithms.

3.2. Comparison based on numerical properties

In computations of practical interest, only modest resolutions are used because a large portion of the computational re-
sources must be dedicated to other physical processes, e.g. chemical reactions or radiation schemes. As a result, an efficient
numerical algorithm, or ‘‘dynamical core” in atmospheric models, is designed to produce the best flow representation for a
given resolution, or equivalently, to result in the fastest convergence as the resolution is increased. We present a direct,
visual comparison of the convergence rate of each method in Fig. 10 showing PV contours in a sixteenth of the domain
for increasing resolution, i.e. N ¼ 32; 64;128;256 and 512 from top to bottom. The corresponding simulations (rows 5–24
of Table 2) start from an initial random PV field structured on larger scales, i.e. smaller k0, so that the flow can be properly
represented even for the smallest resolution used, N ¼ 32. The fields are plotted at t ¼ 5 when all simulations are still com-
parable as discussed in the previous section. While essential features of the flow are already captured by HCASL and CASL at
N ¼ 64, convergence seems to be reached only at N ¼ 512 for the PS and VIC methods. The ripples observed in the upper part
of the PV field in the N ¼ 512 PS simulation are a sign that convergence is not totally achieved. The key difference when com-
paring the four images across a row is the steepness of the PV gradients. The PV fields obtained with HCASL and CASL at res-
olution N ¼ 64 show PV gradients as steep as those produced by the PS and VIC methods at resolution N ¼ 512. From these
figures it is obvious that both algorithms based on contour advection converge much faster than PS and VIC methods.

An appropriate way of assessing the accuracy of the methods consists of examining their ability to conserve area between
iso-levels of potential vorticity (this is a direct consequence of Kelvin’s circulation theorem in the absence of any source
field). The area error is computed in a similar way to that in [9], who computed the mass error for a perturbed unstable zonal
jet. The initial PV field is divided into regionsRj, with integer j 2 ½�M;M�, each corresponding to a potential vorticity level qj.
Ideally, the area Aj of each region does not change in time, but in practice numerical errors inevitably lead to changes in Aj.
The PV increment dq ¼ qjþ1 � qj between two consecutive levels is here taken to be dq ¼ qeddy=20 ¼ 4p=20. The number of
regions is computed automatically from the extremum values of the PV field, i.e. M ¼ ðqmax � qminÞ=2dq. For each level,
the total area Aj occupied by PV level qj is computed on the recontouring grid to improve the accuracy of the calculation.
Thus, the PV field q must be first interpolated onto a 16 times finer grid (in each direction) for the PS and VIC simulations.
For each grid point the regionRj to which q belongs is determined by finding the integer j for which j� 1

2

� �
dq < q 6 jþ 1

2

� �
dq.

The area error is then defined as the rms difference between AjðtÞ and Ajð0Þ normalised by the initial area, that is:
eAðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPM
j¼�M AjðtÞ � Ajð0Þ

� �2

PM
j¼�MA2

j ð0Þ

vuut : ð11Þ
Fig. 11 displays the evolution of the area error over the time interval t 2 ½0;10� for the four algorithms. Both HCASL and CASL
(note that the corresponding curves are indistinguishable on the figure) clearly provide a better conservation of the area. At
t ¼ 5; eAðtÞ is about 10 times greater for PS and VIC (0.33 and 0.29, respectively) than for HCASL and CASL, which only



Fig. 10. Contour representation of the PV field q at t ¼ 5 in one sixteenth of the domain for increasing resolution from top to bottom, i.e. N = 32,64,128,256
and 512, with HCASL (first column), CASL (second column), PS (third column) and VIC (fourth column). The contour interval used is Dq ¼ 4p=10 ¼ 1:2566
and dashed contours correspond to negative values.
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produce an error of 3% in area conservation. By t ¼ 10, the error difference between methods is reduced but is still large, i.e.
eAðtÞ is three times greater for PS and VIC than for HCASL and CASL. These results clearly favour both HCASL and CASL.

We now consider the efficiency of the algorithms. It can be measured by the cpu cost per unit of time as given in Table 2
for each of the simulations carried out. Focusing on the series of 10 runs (four first rows), spectral methods give the best
performance and VIC, CASL and HCASL are, respectively 3.2, 8.6 and 10.2 times slower. If we consider only these computa-
tional costs, one may be tempted to use the PS method since it is much faster than the other methods. But one must keep in
mind the associated spatial resolution when comparing timings. For a fair comparison, a simulation using spectral methods
has been carried out on a grid as fine as the recontouring grid, i.e. N ¼ 4096. The timing obtained now strongly disfavours the
PS method since the entire simulation took almost 24 days which is 135 times the duration of the simulation using HCASL. A
comparison of the efficiency based on these timings only, however, does not take into account the advantages of Lagrangian
methods over Eulerian ones. Indeed for these cases (lines 1–4 of Table 2), the constraint on the time step is not limited by the
CFL condition in CASL and PS due to a flow structured on small scales ðk0 ¼ 16Þ and a spatial resolution not high enough



0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

t

ε
A

HCASL
CASL
PS
VIC

Fig. 11. Early times evolution of the area error eA for the four algorithms.

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

10
−3

10
−2

10
−1

10
0

COST

E
R

R
O

R

(a)

      FAST
ACCURATE

       SLOW
INACCURATE

10
−2

10
−1

10
0

10
1

10
2

10
3

10
4

10
−1

10
0

COST

E
R

R
O

R

       SLOW
INACCURATE

      FAST
ACCURATE

(b)

Fig. 12. The area error eA at (a) t ¼ 5 and (b) t ¼ 10 vs the cost (in cpu seconds) per unit of time for all algorithms. The symbols indicate different methods:
squares for HCASL, triangles for CASL, diamonds for PS and circles for VIC. Their size increases with resolution, from N ¼ 32 to N ¼ 512 for HCASL and CASL
and from N ¼ 32 to N ¼ 1024 for PS and VIC.
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ðN ¼ 256Þ. For a flow structured on larger scales ðk0 ¼ 4Þ, increasing the resolution disfavours Eulerian methods because the
CFL condition limits the time step. While CASL (resp. PS) is faster than HCASL (resp. VIC) for N ¼ 32, the comparison is re-
versed in favour of HCASL (respectively, VIC) for N ¼ 512.

As everyone would agree, efficiency and accuracy of the algorithms must not be compared separately but together be-
cause the best method is not simply the most accurate or the fastest but the one combining precision and efficiency. To this
end, we plot in Fig. 12 the area error eA at t ¼ 5 and t ¼ 10 as a function of the cost per unit of time for the four algorithms.
Each symbol represents an algorithm: squares for HCASL, triangles for CASL, diamonds for PS and circles for VIC. The size of
the symbols indicates the resolution used: from N ¼ 32 to N ¼ 512 for HCASL and CASL and from N ¼ 32 to N ¼ 1024 for PS
and VIC. From this figure it is readily apparent that both methods using contours advection outperform PS and VIC methods.
A spatial resolution as high as N ¼ 1024 is needed for PS and VIC to be at least as accurate as HCASL and CASL for a resolution
of N ¼ 64. And reaching this precision takes 205 (respectively, 42) more cpu time for PS (resp. VIC) than required by HCASL
and CASL. A comparison of the latter two is also interesting. If both give roughly the same level of accuracy for a given res-
olution, HCASL becomes faster than CASL when N increases due to the CFL limitation on the time step in the Eulerian part of
CASL. The same remark holds for the direct comparison of PS and VIC although VIC is always a little more accurate than PS.

Based on numerical arguments, the two algorithms based on contour advection strongly outperform both PS and VIC
methods, and HCASL outperforms CASL at high resolutions due to its fully Lagrangian nature.

4. Conclusions

We have presented the HyperCASL algorithm, a new fully Lagrangian method for the simulation of geophysical flows
combining Vortex-In-Cell and Contour Dynamic methods. The potential vorticity, the fundamental dynamically active tracer,
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is split into two parts. As in CASL the adiabatic part is represented by contours, while the diabatic part (changing on fluid
particles in response of any physical or numerical source term) is handled by an array of point vortices whose circulations
are adjusted dynamically so as to represent exactly the effect of the forcing at the inversion grid level. This novel technique
ensures that the system is non-dissipative down the inversion grid length. The numerical errors act only on scales that are
smaller that the inversion grid length. This results in accurate computations with much coarser grids than standard Pseudo-
Spectral or Vortex-In-Cell methods would need to employ to give comparable accuracy.

A thorough investigation of all aspects of the numerical method enabled us to set the values of the numerical parameters
so as to minimise the computational cost while improving conservation properties. Then using the 2D decaying turbulence
test-case, a comparison with three other algorithms showed the advantages of HCASL over CASL, PS and VIC methods. Focus-
ing on the description of the flow’s physical properties, HCASL results are similar to those of CASL while outperforming PS
and VIC methods. Considering numerical aspects, HCASL was shown to converge faster than PS and VIC, and for a given spa-
tial resolution, HCASL was found to be more accurate. Conversely, the computational cost required for HCASL to reach a pre-
set precision for the solution is much less than that needed by PS and VIC methods. Compared to CASL, HCASL gives roughly
the same accuracy and the same convergence rate but HCASL is more efficient at high resolutions owing to its fully Lagrang-
ian nature: there is no CFL constraint on the time step.

In the light of these results, the HyperCASL algorithm represents a new opportunity for modelling complex geophysical
flows efficiently. Extensions to more complete equation sets are straightforward [14], and for these an accurate treatment of
PV is also vital for an accurate representation of the complete dynamics. There are also some future promising opportunities
such as treating spherical geometry (the atmosphere) or complex domains (the oceans). HyperCASL is not limited to PV, but
can be applied to other tracers (like chemical species in the atmosphere), including moisture. In particular, modelling water
vapour by contours and subgrid-scale convection by Lagrangian particles may be a timely opportunity to improve the fore-
casting of precipitation [20].
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